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Estimation of Complex Permittivities of
Three-Dimensional Inhomogeneous
Biological Bodies

DEEPAK K. GHODGAONKAR, OM P. GANDHI, FeLLOW, IEEE, AND MARK J. HAGMANN, MEMBER, IEEE

Abstract —Complex permittivities are estimated for a 36-cell model
which represents the chest portion of the block model of man by using
moment-method formulation of the electric field integral equation. The
errors in the caleulated complex permittivities are lower with saline /water
as the surrounding medium, as compared to air, presumably on account of
better matching of energy to the biological body. It has been shown that the
rest of the human body has little effect on the estimation of complex
permittivities because of the near-field nature of the illuminating sources.
A small number of buried cells can be handled for solving the inverse
problem, but the problem becomes ill-posed and unsolvable for a larger
number of buried cells.

I. . INTRODUCTION

LECTROMAGNETIC imaging offers promise in bio-

medical applications because of the relative safety of
nonionizing radiation as opposed to X-rays, radioactive
isotopes, etc., and a large difference in dielectric properties
of cancerous and normal tissues, in general, depending
upon their water content [1], [2]. In particular, there is a
need for more accurate imaging of the chest cavity where
large discontinuities at lung surfaces limit the use of ultra-
sound, and low densities limit the use of X-rays [3]. Another
use of the information on the spatial distribution of com-
plex permittivities (e*s) would be to allow individualizing
the electromagnetic hyperthermia regimens for cancer
therapy. Electromagnetic imaging may also have wider
applications, e.g., for nondestructive testing, geophysical
exploration, etc.

Whereas in X-ray imaging techniques, the propagating
beam is well-collimated and therefore easy to manipulate,
the electromagnetic propagation in and scattering from
inhomogeneous bodies is quite complicated. The vector
fields are subject to diffraction and scattering. Some of the
approaches taken for solving these kinds of inverse prob-
lems are discussed in a special issue (Mar. 1981) of the
ITEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION. A
review of this issue reveals that fairly simplistic and rela-
tively nonrealistic structures have been considered to date:
Some examples are a layered medium [4], a perfectly
conducting cylinder {5], and a lossless dielectric cylinder
[6]. We have conducted a computer simulation of the
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Fig. 1. A conceptual layout of the device.

problem using the moment-method solution of the electric
field integral equation (EFIE) [7] to calculate the scattered
fields (E°—magnitudes and phases) at points outside the
arbitrary lossy dielectric bodies as a result of illumination
from a localized near-field short dipole. The errors in the
estimation of the €*s are studied as a result of the measure-
ment errors introduced in E (total field), the dielectric
properties of the surrounding medium (saline or water vis a
vis air), etc. It is shown that lower errors in estimated ¢*s
are obtained for saline/water as the surrounding medium
as against air, presumably on account of a closer matching
to the average dielectric properties, and hence better cou-
pling to the biological scatterer. Also, for smaller bodies
with few buried cells, the ¢*s can be estimated with a fair
amount of accuracy ( > 95 percent) for cell sizes consider-
ably less than a free-space wavelength (cell size typically on
the order of A, /25 or 0.4 A,), obviating therefore the
restrictions imposed by Rayleigh criterion which is valid
strictly for far-field problems.

II. RF ELECTROMAGNETIC “IMAGING” SYSTEM

A conceptual layout of the proposed “imaging” system
is shown in Fig. 1. Receiving dipoles are located at various
positions on the circle, while the transmitting dipoles act-
ing one at a time are located at the front and back
positions as shown in Fig. 1. These locations of the trans-
mitting and receiving dipoles are repeated at several posi-
tions along the major axis, which is perpendicular to the
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two-dimensional cross section of the scatterer. When one
of the transmitting dipoles is excited by the transmitter, the
received electric field (magnitude and phase for the three
orthogonal components) is measured at each of the receiv-
ing dipole locations. This procedure is repeated for all the
locations of the transmitting dipoles. In our formulation, it
is necessary to measure the scattered fields at N locations,
where N equals the number of cell centroids of the inhomo-
geneous body where the e*s are to be estimated. The image
processor solves for the e*s for each of the cells of the body
for each location of the transmitting dipoles, ignoring the
calculated values for any of the cells if the real and
imaginary parts e, and ¢, respectively, do not fall within
the limits 1< ez <100 and 0 < ¢; < 200. These limits are,
of course, selected from the a priori knowledge of the
bounds of the values that can possibly occur. The average
of the complex permittivities for the various cells is the
output that is provided.

Back coupling from the dielectric scatterer to the trans-
mitting and receiving dipoles is neglected in the formula-
tion of the problem. Typically, short dipoles (24 = 0.1
A. =2 cms, where A, is the wavelength in the surrounding
medium) are contemplated for this application. It has been
shown experimentally in our laboratory that the feed point
impedances of such short dipoles are altered by less than 5
percent by placement of biological-phantom-filled bodies
at distances larger than 24 —a condition that is planned
for the proposed scheme.

III. MATRIX FORMULATION FOR FORWARD AND
INVERSE PROBLEMS

The forward problem needs only to be solved for com-
puter simulation of the proposed scheme, since it is as-

sumed that the measured values of the scattered fields will ,

be an errored version of_)tliese values.
The scattered fields E5 at N receiving dipole locations

are related to the actual internal fields E, , at the cell
centroids of the scattering body through the relationship
where the Green’s function matrix B is a 3N X 3N matrix
corresponding to the 3 components of the electric field for
each of the N locations.

The actual electric fields E,  at each of the N cell centroids
are in turn given from the incident electric fields E' { at the

corresponding location by the moment-method formula-
tion [8]

A-E,=-E. (2)

In the inverse problem, the objective is to calculate

complex permittivities for different cells from the knowl-

edge of measured electric fields at all the receiving dipole

locations and calculated incident fields at the cell centroids

(E 3 and receiving dipole locations (Ez) The matrices A
and B can be factorized [9] as

Q=i k-1 3)
F-5.K (4)

where Xl and El depend on frequency, cell size and loca-
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tion, and locations of receiving dipoles, I is the identity
matrix, and R is a diagonal matrix containing only the
values of (e* — 1) for the various cells.

Using (1)-(4), we obtain

R V-By“Es=A-B;“E:+E. (5
The above equation solves the inverse problem by taking
the ratio of the corresponding elements in the two column
vectors. The objective of this inverse scattering approach is
to end up with tolerable errors (say within +5 percent) in

the estimated e*s for realistic experlmental errors intro-

duced in the total electric field (Ej + E2) at the various

dipole locations. It is assumed that multiple redundant
measurements would help in reducing the effective experi-
mental errors in the measured data, which would result in
better estimates of the dielectric properties. To achieve this
in actual practice, it is envisaged that the needed N projec-
tions for the electric fields at N locations of receiving
dipoles would be obtained from measurements at more
than N locations by using the Fourier series interpolation
and the fast Fourier transform technique. A large number
of measurements could, for example, be taken by measur-
ing at smaller angular intervals.

To allow for a large number of cells, it is observed that
the storage requirements and the computation time for
formation and factorization of matrix ﬁl in (5) should be
reduced. If the biological body and the receiver configura-
tion used for solving inverse problems are symmetric, then
the matrix B, can be block diagonalized, which results in
considerable savings in computer time and storage [10],
[11]. Because the dielectric properties of saline/water are
very close to that of a biological body, any arbitrary
shaped body can be made symmetric by extending it into
saline /water for the purpose of solving inverse problems.
In general, the shape of the extended biological body is like
a parallelepiped which has one or two or three planes of
symmetries, depending on the size and location of cells and
the receiver location. By this block diagonalization tech-
nique, the storage requirements and the formation time are
approximately reduced by a factor of 2", and the factoriza-
tion time is reduced by a factor of 22", where n is the
number of planes of symmetries.

IV. NUMERICAL RESULTS

A body studied at length is a 36-cell (4 X3 X 3) model of
the human chest cavity shown in Fig. 2. The overall
dimensions of the body are 30Xx22.5X22.5 cm, with the
cell numbering also given in Fig. 2. The values of the
complex permittivities used for the various cells for
the direct problem are given in Table I. These values
(without parentheses) have been obtained from the
volume-averaged dielectric properties for the various re-
gions of the chest cavity from the anatomical data [12] on
the composition of the tissues (fat, muscle, skin, bone, etc.).
It should be noted that organs such as the lung, hiver,
spleen, kidney, and heart are located in the chest cavity
and are apportioned amongst the 36 cells ascribed to this
volume. Also given in Table I in parentheses are the
respective calculated values obtained from the inverse
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Fig. 2. The cell numbeﬁng of the three-layered 36-cell body to model
the human chest cavity. The complex permittivities assumed and calcu-
lated for the various cells are given in Table I.

TABLEI
ASSUMED AND ESTIMATED COMPLEX PERMITTIVITIES FOR THE
36-CELL BopY
(The estimated values are given in parentheses.)

Cell Gell Cell
No. ER € No. € L No. e &
1 54.21 111.31 13 73.08 122.48 25 48.48 103,54
(51,16 114.53) (73,15 122.28) (49.33 103.97)
2 54,21 111.31 14 64.98 125.33 26 54.21 123.16
(49.15 110.67) {64.21 124.67) (56.64 123.89)
3 37.12  65.00 15 59.13 133.64 27 40.17 104.67
(40.15  60.48) (58.29 134.12) (38.34 103.05)
4 37.12  65.00 16 61.76 129.64 28 25.79  53.49
(44.58  61.43) (60.37 130.13) (25.45  53.09)
5 38.13  89.48 17 54.21 123.16 29 23.46  47.21
(36.98  90.01) (56.72 121.63) (24.12  47.26)
6 38.13 89.48 18 48.48 103.54 30 39.08 88.31
(30.54  93.99) (49.24 102.64) (39.26  88.22)
7 61.76 129.65 19 46.41 70.87 31 38.51 87.53
(61.57 130.80) (46.14 71.97) (a1.50 85.38)
8 59.13 133.64 20 45.97 95.89 32 38.51 87.53
(59.14 134.10) (45,45  96.25) (39.99 83.98)
9 64.98 125.33 21 40.40 89.37 33 39.08 88.31
(64.01 124.85) (39.70  89.12) (39.01 87.78)
10 73.08 122.48 22 40.40 89.37 34 23.46  47.21
(72,97 122.56) (40.89  88.20) (25.77 46.72)
11 50.48 111.0 23 45.97  95.89 35 25.79  53.49
(50.41 110.99) (45.66  95.28) (25.18  53.38)
12 50.48 111.00 24 46.41  70.87 36 40.17 104.67
(50.87 111.32) (45.23  71.56) (38.28 104.64)

problem assuming Gaussian errors with standard deviation
in magnitude of 0.01 percent and a standard deviation in
phase of 0.002° in the total fields (E; + E;). The other
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salient features assumed for the calculations given in Table
I are as follows.

Frequency =150 MHz.

Surrounding ‘'medium: 0.29-percent saline, ¢*=76.0—
J58.3.

Radius of the receiver circle=19.75 cm. (Cell size
=7.5 cm (0.0375 A, or 0.388 A,) and N = 36.)

Number of transmitter locations = 4 (in planes inter-
mediate to those between layers 1 and 2 and 2 and 3,
respectively).

Distance of the transmitting dipoles from the center of
the body =17.5 cm.

While in this approach any frequency in the range of
50-450 MHz could have been selected, the frequency of
150 MHz was picked since it is high enough to give
reasonable resolution and yet low enough to have a signifi-
cant depth of penetration. For higher frequencies, a larger
number of cells are needed to represent the body since the
cell size must be small compared to A, /4. Dipole size is
immaterial as long as short dipoles A< A_/10 are used.
Distance of the transmitting dipole from the center of the
body is chosen so that the incident field at the nearby
receiver location is comparable to the scattered field. If the
incident field dominates the total fields at receiver loca-
tions, then the measurement error in total fields is ampli-
fied in the' scattered fields which are used for solving
inverse problems. The radius of the receiver circle should
be as small as possible in order to obtain larger amplitude
and phase differences in the fields received from the vari-
ous cells.

As seen in Table I, the calculated average errors in €* for
all locations are fairly small; 3.67 percent for the real part
and 1.22 percent for the imaginary part. Somewhat larger
input errors could have been tolerated for proportionately
larger errors in the estimated e*s. Note that in spite of the
3:1 variability in the values of the e*s, the inverse problem
is able to estimate the respective values with a fair amount
of accuracy. It is to be recognized, however, that because of
the ill-conditioning of the matrices, the errors in the esti-
mated e*s are a factor of 100-300 times those encountered
for the input measurements. The need for an accurate
measurement of the scattered fields with or without redun-
dant measurements must therefore be emphasized.

Since the volume to be “imaged,” say the chest cavity, is
a part of the entire human body, it was necessary to
estimate the effect of the rest of the body on the internal
E-fields (E,) for the volume of interest, because it is the
latter that. we normally model for the inverse problem.
Toward this end, the internal fields are calculated for
bodies A(24x4X2), B(6x4x2), and C(4x4x2) shown
m Fig. 3 with 0.29-percent saline (e, = 76.0 — j58.3) as the
surrounding medium. For all cases, a near-field short-
dipole type antenna (22 =0.1 A_, d=0.9 A,) was used as
the source. Fields associated for the cells of the core body
C were found to be within + 3 percent in magnitude and
+3° in phase of those calculated for bodies 4 and B for
the same cell locations. This illustrates that with near-field
sources and saline for good match with the body, it may be
possible to ignore the rest of the body and concentrate only
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Fig. 3. Bodies A, B, and C represent, respectively, the whole body, the
extended volume, and the volume of interest.

TABLE I1
VARIATION OF AVERAGE PERCENTAGE OF ERROR IN REAL AND
IMAGINARY PARTS OF COMPLEX PERMITTIVITIES WITH €, THE
COMPLEX PERMITTIVITY OF THE SURROUNDING MEDIUM

Surrounding
Medium P [

]
o1

8 R I

Free space 1 -j0.0 66.4 74.2

Pure water 77.9 - 0.6 15.9 11.3

Ethylene glycol 41.0 - j60.0 4.3 1.6

0.1% saline 76.0 - j20.0 11.5 4.1

0.292 saline 76.0 - j58.3 3.9 1.5
0.37% saline 76.0 ~ j75.4 3.1 1.3
0.45% saline 76.0 - j92.02 2.8 1.3

0.58% saline 76.0 - j118.55 2.6 1.6

on the volume of interest, reducing thereby the number of
cells that must be considered, and hence the calculation
time. Because of d& somewhat larger discrepancy in the
fields for the peripheral cells (layers B|, B, for body B), it
may in practice be advantageous to cons1der a somewhat
extended body such as body B if a larger accuracy is to be
maintained for the inner region C of the body.

V. EFFECT OF THE SURROUNDING MEDIUM

Table II shows the effect of the surrounding medium on
the average errors ép and &; in the real and imaginary
parts, respectively, of the calculated permittivities. The
various parameters assumed are as follows.

Radius of receiver circle =18 cm.

Number of transmitter locations=4 (in planes inter-
mediate to those between layers 1 and 2 and 2 and 3,
respectively).

Distance of the transmitting dipole from the center of
the body =13.5 cm.

Error in measured fields: Amphtude 0.4 percent and
Phase = 0.05°.

For each of the cases, a 3 X4 X 2-cell body is considered
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TABLE III
ERRORS IN CALCULATED COMPLEX PERMITTIVITIES FOR SOME

INHOMOGENEOUS BODIES

Cells in
the Body

Figure

Number of
Transmitter
Locations

Input Error

Magnitude Phase

Number of]
Buried
Cells

o

.71

3x4x2 @ 4 0.4% 0.05° 0 3.9% 1.5%
3x4x3 @ 4 0.01% 0.002° 2 3.67% | 1.222
2x4x4 @ 2 0.01% 0.002° 4 8.41%2 -1 2.74%

at a frequency of 150 MHz. Considerably lower errors are
obtained for saline and ethylene glycol which match the
average dielectric properties of the tissues better than does
air.
VII. ERRORS FOR INHOMOGENEOUS BODIES WITH A
VARYING NUMBER OF BURIED CELLS

Table III compares the average errors in the estimated
values of e*s for three illustrative bodies with a varying
number of buried cells. For a body with no buried cells,
considerably lower errors in the estimated values are ob-
tained, allowing thereby large errors in the measured fields
that form the input to the problem. The errors increase
rapidly with an increasing number of buried cells, making
it nearly impossible to estimate the ¢*s with a reasonable
accuracy for bodies with a larger number of buried cells.
This is ascribed to the nearly identical scattered fields
(magnitude and phase) from the interior regions of the
body and the tremendous ill-conditioning of the matrix B,
that results thereby.

VIL

A computer simulation of an electromagnetic “imaging”
approach is presented for three-dimensional inhomoge-
neous biological bodies using the moment-method solution
of the electric field integral equation to estimate the com-
plex permittivities for the various regions of the body. It is
shown that because of the near-field illumination, such as
those from short dipoles, it is possible to concentrate on
parts of an intact body. e*s can be estimated with reason-
able accuracies for cell sizes on the order of A, /25 which
are a fraction of A, within the tissues. It is necessary,
however, to measure the scattered field (magnitude and
phase) with a great deal of accuracy. Multiple redundant
measurements with Fourier series interpolations may help
toward this end. For biological bodies, lower errors in
estimated e*s are obtained for physiological saline/water
as the surrounding media as against air, presumably on
account of a closer matching, and hence better coupling to
the average dielectric properties of the scatterer. A small
number of buried cells are acceptable for estimation of e*s.
The problem, however, becomes ill-posed with a larger
number of buried cells. In spite of the pointed deficiencies

CONCLUSIONS
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of the approach, several useful biomedical and other non-
destructive applications may be possible, including an
estimation of the inhomogeneous ¢*s for the human head
as a prelude to diagnostic and hyperthermia applications.
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